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High-intensity laser facilities, such as the National Ignition Facility (NIF), enable the experimental

investigation of plasmas under extreme, high-energy-density conditions. Motivated by validating

models for collisional heat-transfer processes in high-energy-density plasmas, we have developed

an exploding pusher platform for use at the NIF in the polar-direct-drive configuration. The base-

line design employs a 3 mm-diameter capsule, an 18 lm-thick CH ablator, and Ar-doped D2 gas to

achieve several keV electron-ion temperature separations with relatively low convergence ratios.

In an initial series of shots at the NIF—N160920–003, -005, and N160921–001—the ratio of the

laser intensity at different polar angles was varied to optimize the symmetry of the implosion. Here

we summarize experimental results from the shot series and present pre- and post-shot analysis.

Although the polar-direct-drive configuration is inherently asymmetric, we successfully tuned a

post-shot 1D model to a set of key implosion performance metrics. The post-shot model has proven

effective for extrapolating capsule performance to higher incident laser drive. Overall, the simplic-

ity of the platform and the efficacy of the post-shot 1D model make the polar-direct-drive explod-

ing pusher platform attractive for a variety of applications beyond the originally targeted study of

collisional processes in high-energy-density plasmas. Published by AIP Publishing.
https://doi.org/10.1063/1.5025724

I. INTRODUCTION

The National Ignition Facility (NIF) enables the study of

matter over unprecedented regimes of temperature and den-

sity.1 While the ultimate goal is to achieve ignition for inertial

confinement fusion (ICF),2,3 an associated goal is the testing

and validation of integrated physics codes designed to simu-

late the physical processes occurring under these regimes.

Many of the experiments at the NIF employ a hohlraum-

based indirect-drive configuration; however, several recent

experiments have adapted the existing laser configuration to

achieve “polar-direct-drive” (PDD) for hohlraum-free implo-

sions.4–12 Although the symmetry is not ideal for ignition-

relevant, high-convergence-ratio platforms, PDD allows the

fielding of lower-convergence-ratio direct-drive platforms,

including exploding pushers,13–16 without re-configuring the

beamlines. These platforms are suitable for validating inte-

grated simulation capabilities en route to ignition.

In this paper, we describe capsule design considerations,

initial experimental results, and 1D post-shot modeling of a

new polar-direct-drive exploding pusher (PDXP) platform

fielded at the NIF in September 2016, specifically during

shot numbers N160920-003, N160920-005, and N160921-

001 (NIF shot numbers are in the format Nyymmdd-xxx,

where yy is the year of the shot, mm the month, dd the date,

and xxx a daily shot identifier.) This PDXP platform was

originally designed to provide validation data for fundamen-

tal heat transport models and, in particular, to measure the

electron-ion equilibration rate, which was examined in detail

by Benedict et al.17 for a weakly coupled hydrogen plasma.

More recently, the platform has been utilized for nucleosyn-

thesis experiments18 and diagnostic qualification shots,19,20

and to produce high neutron yields.21,22 We use a 3 mm-

diameter capsule comprising an 18 lm-thick glow-discharge

polymer (GDP) shell filled with 8 atm of D2 gas. The pro-

posed thermal transport measurements would utilize time-

resolved measurements of spectroscopic signals created by

small amounts of Ar gas added as a dopant to diagnose the

plasma conditions as a function of time. The electron tem-

perature can be deduced from the line ratio of the Ar K-shell

emission (Ly-a/He-a), while the electron density can be

determined through examining Stark broadening in the Ly-c
lines. This platform is potentially advantageous for these

types of measurements since (1) eliminating the hohlraum

enables better diagnostic access to the capsule, (2) the direct

drive provides a means of driving stronger shocks to morea)Author to whom correspondence should be addressed: ellison6@llnl.gov
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effectively obtain higher ion temperatures and larger

electron-ion temperature differences, and (3) the capsules

are easy to fabricate using existing capabilities.23

One desirable goal to make the platform useful for

studying thermal transport is that the capsule dynamics

should ultimately be described well using 1D models.

Extracting data about electron-ion coupling and/or thermal

conductivity will be complicated, and perhaps impossible, if

the geometry of the inner gas region is dominated by 2D or

3D features that lead to significant perturbation of the gas

conditions due to mix or other processes. To meet the goal of

achieving an essentially 1D implosion, our September 2016

PDXP shots were aimed at providing data to assist in tuning

the PDXP laser configuration to minimize 2D and 3D effects.

In the three shots, the spatial distribution of the laser inten-

sity on the target surface was varied by adjusting the relative

intensity of the inner (23.5� and 30�) beams, incident near

the capsule poles, compared with the outer (44.5� and 50�)
beams, incident near the equator, while the pointing of the

laser beams and the total energy delivered by the laser were

nominally held constant. In these shots, we demonstrated

that changing the relative intensity of the drive between the

inner and outer beams is a viable means for changing the

symmetry of the implosion of these capsules. Those results

are shown briefly here and discussed in more detail in a

forthcoming publication.24

The focus of this paper is to determine the capabilities

and limitations of 1D radiation-hydrodynamics simulations

for describing the three PDXP shots. Specifically, we present

pre-shot design calculations and post-shot model adjustments

using the Ares25,26 and Nym27 codes. We motivate the nomi-

nal design parameters by showing diagnosable electron-ion

temperature separation in the pre-shot calculations. Perhaps

unsurprisingly, the 1D pre-shot calculations overestimate the

neutron yield and peak ion temperatures relative to the

experiments, while underestimating the bang time. To com-

pensate during post-shot modeling, we employ an ensemble

sampling approach to scan variations in typical model

parameters, including the laser energy multiplier, the elec-

tron thermal flux limiter,28,29 and a diffusive mix parameter.

We then quantify how well each computed model fits various

data obtained in the September 2016 shots. We find that,

with appropriate choices of these parameters, it is possible to

closely match the measured X-ray bang times, DD neutron

yields, and reaction-weighted ion temperatures. Although 2D

simulations are required to capture the shape of the implo-

sion (the subject of a forthcoming publication24), we demon-

strate the efficacy of the 1D post-shot model by successfully

predicting the dependence of bang time on laser energy

observed in a later sequence of NIF shots.18

II. DESIGN OF THE NOMINAL PLATFORM

A. Modeling tools

One of the most heavily used codes for this work was

Lawrence Livermore National Laboratory’s Ares multi-physics

radiation hydrodynamics code. Ares solves the single-fluid-

velocity, multi-material, multi-component Navier-Stokes equa-

tions using a staggered-mesh arbitrary Lagrangian-Eulerian

(ALE) predictor-corrector scheme. In these 1D studies, the

mesh was evolved in a purely Lagrangian mode. Although the

multiple constituent ion species are treated as a single fluid,

separate ion, electron, and radiation temperatures are evolved

in time. The electron and ion temperatures collisionally equili-

brate according to a rate derived by Brysk30 or a higher-fidelity

(Coulomb-log-free) rate recently derived by Scullard et al.31

using a quantum Lenard-Balescu treatment. During the evolu-

tion of the electron temperature, the thermal diffusion is limited

by a user-specified flux limiter,28,29 which is important for the

high-temperature-gradient regimes experienced by directly

driven capsules.15,29 The radiation temperature is evolved in

the radiation-diffusion approximation, and local thermody-

namic equilibrium (LTE) is assumed. Although proper treat-

ment of the Ar dopant should include non-LTE effects,

simulations demonstrate that the small atomic fraction of Ar

does not affect the hydrodynamics and the spectroscopic infor-

mation can be post-processed using the Cretin atomic kinetics

code32 (which includes non-LTE effects). Laser energy is prop-

agated into the simulation along radially incident rays and

deposited according to the inverse bremsstrahlung mechanism.

When a laser ray reaches the critical surface, the remainder of

the laser energy is deposited. Because this model tends to over-

estimate the amount of energy absorbed by the capsule, a laser

energy multiplier is used during modeling. Other codes

employing non-radially incident laser rays (Nym, SAGE33)

absorbed approximately 80% of the laser energy.

Noteworthy limitations of the Ares code for modeling

this platform include the absence of laser-plasma interaction

(LPI) models and the lack of a non-local electron transport

model, both believed to be important for polar-direct-drive

platforms at the NIF,9 although the extent to which they

impact the simpler PDXP platform forms part of ongoing

assessments of our data set.

We also modeled the new platform with Nym. Nym is a

Lagrangian single-fluid code with separate ion, electron, and

radiation temperatures and similar energy coupling physics

and flux-limited thermal conduction. The 1D simulations

shown here use implicit Monte Carlo radiation transport. A

key variation from the 1D Ares model is the laser energy

propagation and deposition. Nym uses an axisymmetric 2D

ray propagation scheme to include non-radially incident

rays. Energy is deposited via inverse bremsstrahlung absorp-

tion, with additional user-defined deposition near critical

density to approximate resonant processes. Based on previ-

ous experience at the Omega laser facility,15 this fraction

was set to 10% of the remaining ray energy.

B. Design considerations and nominal platform

In order to develop a platform that is calculable, diag-

nosable, and sensitive to collisional energy exchange pro-

cesses, we performed sets of 1D radiation-hydrodynamic

simulations scanning possible capsule and laser power

configurations.

A suitable design needs to balance a number of top-level

requirements: hydrodynamic stability, to avoid shell-gas

mixing; low to moderate convergence, to reduce the impact

of any drive asymmetry; sufficiently high temperatures

072710-2 Ellison et al. Phys. Plasmas 25, 072710 (2018)



(>2.5 keV) and temperature separation persisting for suffi-

cient duration (>200 ps) to enable spectroscopic diagnosis

of temperature equilibration rates; and sensitivity to the rele-

vant collisional processes.

Our choice of exploding pushers for this study was moti-

vated by the previous work of Miles et al.,14 where it was

demonstrated that the strong shocks produced in exploding

pushers could drive large separations in electron and ion

temperatures. Meanwhile, we chose a direct drive because

NIF experiments and Ares calculations indicated that the

conditions in indirect-drive exploding pushers16 would not

allow the spectroscopic measurements we proposed. PDXP

implosions potentially achieve much higher temperatures to

meet spectroscopic requirements.

Plastic glow-discharge-polymer (GDP) capsules were

chosen due to both target fabrication considerations and

favorable behavior in our design studies. Acceptable perfor-

mance was also found with Be and SiO2 capsules; however,

these materials were unfavorable for spectroscopy. For SiO2,

radiation-hydrodynamic simulations and Cretin calculations

both showed that the X-ray background from the hot, ablated

coronal plasma would obscure Ar spectroscopy. Beryllium

was also eliminated as a candidate because the current fabri-

cation process uses Ar, which unavoidably results in Ar

inclusion within the Be matrix, disrupting interpretation of

Ar spectroscopy of the compressed gas.

Optimization of the design space identified a number of

competing trade-offs. A larger capsule diameter was found to

be beneficial, providing increased yield, longer timescales,

and reduced spatial gradients. However, target fabrication

imposes a lower limit on the shell thickness for a given diam-

eter, which in turn imposes a maximum limit on the gas fill

pressure. Higher pressure is advantageous in reducing conver-

gence, and therefore susceptibility to drive asymmetry, but

also reduces the stagnation temperature. Consideration of the

laser pulse, chosen as a simple square power profile, showed

that the capsule dynamics generally become more impulsive

(exploding pusher-like) at higher intensity, with no coasting

phase, lower convergence, and higher temperature. An upper

limit of 1015 W cm�2 was imposed on the intensity to reduce

the risk of detrimental laser-plasma instabilities that could

impact both energy coupling and symmetry. The selected

baseline design was a 3 mm-diameter, 18 lm-thick GDP shell

filled with 8 atm of D2 gas and driven by a 1.75 ns FWHM,

478 kJ laser pulse. The capsule was supported by a 30 lm

borosilicate fill tube with an approximately 100 lm diameter

glue spot. See Fig. 1 for an illustration of the target.

One-dimensional Ares simulations without mix pre-

dicted that this platform would achieve a yield of 1.1� 1014

DD neutrons while exhibiting diagnosable levels of electron-

ion temperature separation. Figure 2 shows spatial and tem-

poral histories of ion temperature, electron temperature, and

mass density for the nominal pre-shot design. The color map

in panel (a) shows the ion temperature as a function of radial

position and time. Radial profiles of mass density, ion tem-

perature, and electron temperature at different instances in

time are shown in panels (b), (c), and (d), respectively.

Design parameters were chosen to achieve small thermal and

density gradients across a large volume of the gas. During a

window of time of about 200 ps, between 2.3 ns and 2.5 ns,

the temperature profiles for both ions and electrons meet our

requirements. This window of time occurs between the initial

shock heating and a recompression after the shock reflects

from the gas-shell interface. As shown in the radial profiles,

the temperatures and densities of the gas during this window

are relatively constant within the inner radius of the gas.

To determine the concentration of Ar dopant to be added

to the deuterium gas, we post-processed output from the Ares

runs with Cretin in order to find the minimum level necessary

to produce a good signal-to-noise spectral signal. Additional

Ares and Nym calculations were used to determine the maxi-

mum concentration of Ar that could be added to the deute-

rium gas without perturbing the implosion. Balancing these

design objectives, we specified 0.004–0.005 atm of Ar dopant

(received 0.0046 atm) in the 8 atm of D2 gas.

III. SHAPING STUDIES

The nominal PDXP design was fielded at the NIF during

shot numbers N160920-003, N160920-005, and N160921-

001, henceforth referred to as “Shot 1,” “Shot 2,” and “Shot

3,” respectively. This initial set of experiments was devoted to

optimizing the symmetry of the implosion within the con-

straints of the polar-direct-drive configuration. For all shots,

the same beam pointing was prescribed according to an opti-

mization performed using the SAGE radiation-hydrodynamics

code. The “laser cone fraction”—the ratio of the energy in the

23.5� and 30� beams to the total laser energy—was varied

across the experiments, and was 33% for Shot 1, 28% for

Shot 2, and 22% for Shot 3. Because there are twice as many

outer beams as inner beams, Shot 1 represents equal power for

each beam with a nominal on-target intensity of 1� 1015 W/

cm2. All experiments utilized the nominal capsule design and

the same (nominally) square-pulse laser drive with a total

energy of 478 kJ. Laser and capsule parameters are provided

in Table I. The delivered laser energy for Shot 3 was slightly

lower than desired because two quads of laser beams were

dropped for the shot (one for unanticipated circumstances and

the opposite quad to preserve symmetry). Two-dimensional

pre-shot modeling predicted that this range of laser cone frac-

tions would yield implosions ranging from oblate (wide at the

equator) to prolate (wide at the pole).

FIG. 1. Schematic of the PDXP target, which uses 8 atm of deuterium gas

surrounded by an 18 lm-thick GDP shell and supported by a 30 lm borosili-

cate fill tube.

072710-3 Ellison et al. Phys. Plasmas 25, 072710 (2018)



The PDXP shaping studies were supported by an array

of diagnostics. To measure shape, gated X-ray diagnostics

(GXDs) captured in-flight images of the capsule’s X-ray

emission. One GXD observed the implosion from the equa-

tor, while another captured images from the pole. The azi-

muthally symmetric illumination resulted in good polar

symmetry, so the equatorial GXD images were of primary

interest for characterizing the shape of the implosion. Both

GXDs were configured to capture early-time images (up to

2 ns) where the symmetry may most directly be related to the

laser drive. Spatially integrating X-ray diagnostics were also

used, including a time-resolved X-ray streak camera

(SPIDER),34 a time-resolved soft X-ray detector (Dante),35 a

time-integrated spectrometer (VIRGIL),36 and a time-

resolved spectrometer (NXS).37 SPIDER supplied the X-ray

emission history, allowing the identification of the X-ray

bang time (time of peak emission) and the X-ray burn width

(full-width-half-max of the spatially and energy-integrated

emission in four separately filtered channels). Dante supple-

mented this information with broad-band soft X-ray spectra.

Meanwhile, the time-resolved and time-integrated spectrom-

eters measured K-shell emission from the Ar dopant, which

can be used to estimate electron temperature. Nuclear diag-

nostics included four neutron time-of-flight (nToF) detectors

to measure primary (DD) and secondary (DT) neutron yields

and to enable calculation of a “burn-averaged” ion tempera-

ture.38 Finally, laser backscatter was diagnosed using the

near backscatter imager (NBI) and full aperture backscatter

(FABS) diagnostics.39,40 The backscatter measurements indi-

cated significant laser-plasma interactions, consistent with

previous polar-direct-drive experiments.9 The measurements

also exhibited strong angular variation, requiring multi-

dimensional modeling for comparisons.

Scalar performance measurements for the three shots are

presented in Table II. Shot 2 performed the best, with a DD

neutron yield of 2.1� 1013 and an nToF ion temperature of

7.8 keV. The X-ray bang times for the three shots were

largely similar, all near 3.2 ns. These measurements indicate

that the nominal pre-shot 1D modeling over-estimated the

yield of the implosion; the X-ray bang time was predicted to

be near 2.6 ns in the pre-shot Ares model, and the yield was

predicted to be 1.1� 1014 neutrons in clean simulations and

FIG. 2. Pre-shot modeling of the ion

temperature history (a), and radial pro-

files of the mass density (b), ion

temperature Ti (c), and electron tem-

perature Te (d) at four successive times

near stagnation.

TABLE I. Summary of the three shots discussed: laser cone fraction fcone,

total laser energy Elaser, outer capsule diameter douter, shell thickness Drshell,

and fill pressure PD2
.

fcone

Elaser

(kJ)

douter

(lm)

Drshell

(lm)

PD2

ðatmÞ

Shot 1: N160920-003 0.33 473 2956 18.0 7.78

Shot 2: N160920-005 0.28 474 2955 19.0 7.94

Shot 3: N160921-001 0.22 459 2953 18.5 7.96
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2.9� 1013 using a “fall-line” model that truncates the yield

after the shock reflection.16 The simulated burn-averaged ion

temperature reached 9 keV. In Sec. IV, we investigate the

extent to which these discrepancies can be accounted for

with a chosen set of parameters in a 1D model.

To assess the shape of the implosions, the equatorial

GXD images were analyzed at each instant in time to extract

the ratio of the capsule diameter at the pole to the diameter at

the equator. Figure 3 shows a representative GXD image,

acquired at 0.86 ns. Figure 4 shows the time evolution of the

pole/equator ratio for the different shots. Shot 1 can be classi-

fied as the most oblate implosion, Shot 2 as slightly oblate,

and Shot 3 as slightly prolate. A more detailed analysis of the

shape, including Legendre mode decomposition and compari-

sons with 2D simulations, will be presented in Ref. 24.

IV. POST-SHOT MODELING

Equipped with the initial series of data, we sought to

constrain uncertain parameters and partially compensate for

missing physics in the 1-D Ares model—such as laser-plasma

interactions and non-local electron transport—by adjusting

model parameters to best match the experimental data.

Although some of the missing physics (for example, multi-

dimensional asymmetries) can never be fully accounted for

within the available 1D model, adjusting simulation parame-

ters is common practice to compensate for missing effects

while establishing a more predictive model.14,15 Such models

are potentially useful for predicting the outcome of other

experiments sufficiently nearby in the design parameter

space. Ultimately, we were able to find good agreement with

a representative subset of the measured results using three

commonly varied model parameters. Because these

parameters introduce substantial freedom in the numerical

predictions, we advocate for the efficacy of this post-shot

model by presenting a successful prediction of an experiment

performed in the spring of 2017 that used the same target but

with a different gas fill and increased laser power.18 Finally,

we reassess the electron and ion temperature separation histo-

ries using the post-shot model.

To constrain the post-shot model parameters, we chose a

subset of the experimental measurements based on small uncer-

tainty and directness of comparison to simulated quantities. In

particular, we used the X-ray bang time, the DD neutron yield,

and the neutron-averaged ion temperature as the main perfor-

mance metrics for establishing the post-shot model. The X-ray

bang time is the principal indicator of the amount of laser

energy coupled into the capsule, enabling a choice of parameters

that mimics the effects of uncertain energy coupling and loss

mechanisms, including laser-plasma interactions. The neutron

yield, although also influenced by the capsule drive, introduces

dependence on the state of the fuel, allowing the adjustment of

models accounting for mixing of the shell material into the gas.

Finally, the nToF ion temperature, extracted from the measured

neutron spectra, is comparable with simulated burn-averaged

temperatures and serves as a time-integrated constraint for mul-

tiple relevant simulation parameters.

To compare nToF-inferred ion temperatures with burn-

averaged simulation temperatures in Ares, a linear adjustment

between the two quantities was calculated using Nym, which

has a synthetic nToF capability. The nToF and burn-averaged

temperatures can differ due to broadening of the measured

neutron spectrum by bulk hydrodynamic motion.41,42 To

TABLE II. Scalar performance measurements for the three shots, including x-ray bang time tx–ray bang, the full-width half-maximum of the x-ray production

time FWHMx–ray, DD neutron yield YDDn, DT neutron yield YDTn, and nToF ion temperature Tion.

tx–ray bang (ns) FWHMx–ray (ns) YDDn (1013) YDTn (109) Tion (keV)

Shot 1: N160920-003 3.28 0.54 1.61 6 0.07 7.73 6 0.4 7.66 6 0.39

Shot 2: N160920-005 3.18 0.45 2.11 6 0.10 10.4 6 0.5 7.81 6 0.39

Shot 3: N160921-001 3.16 0.38 1.83 6 0.10 8.74 6 0.44 7.32 6 0.53

FIG. 3. Equatorial GXD image taken from Shot 2 at 0.86 ns. The fill tube

imparts a bright spot on the right side of the image.

FIG. 4. Time evolution of the ratio of the capsule diameter at the pole to that

at the equator, indicating that the implosion shape ranged from oblate to pro-

late from Shot 1 to Shot 3. Each marker depicts the average pole-to-equator

ratio of between 2 and 4 GXD images taken near similar times. The error

bars indicate the maximum and minimum ratio for each set of images.
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assess this effect, 1D Nym simulations were performed with

a variety of energy multipliers and flux limiters. The two tem-

peratures were found to be related by a predominately linear

trend, as shown in Fig. 5. When comparing simulated burn-

averaged temperatures to experimental nToF temperatures,

we applied a linear correction based on a least squares fit to

the dataset in Fig. 5. In the regime of interest, the linear cor-

rection adds about 0.5 keV to the simulated burn-averaged

ion temperature.

To match the experimental data, three model parameters

were chosen based on a combination of their large uncertainty,

significant influence on the results, and relevance to known

shortcomings of the model. These fit parameters are: an

“energy multiplier” that scales the incident laser intensity, an

“electron heat flux limiter” that restricts the maximum elec-

tron thermal flux,28,29 and a “diffusion multiplier” that scales

the rate of atomic diffusion. The energy multiplier is intended

to account for drive-reducing mechanisms, including plasma-

induced laser scattering. The electron (thermal) flux limiter is

commonly used to compensate for limitations of the diffusion

approximation to heat flow in the presence of strong thermal

gradients, when the assumption that the mean-free path is

small relative to the temperature scale length breaks down. It

limits the maximum flux produced by a temperature gradient

to some fraction of the total energy flux of a Maxwellian dis-

tribution of electrons (with the given density and temperature)

moving at the thermal velocity. Typical values of the flux lim-

iter are less than 10% of this physically motivated maxi-

mum.15 The primary effect of the flux limiter is a reduction in

the rate of energy propagation through the shell. This inhibi-

tion of the transport of energy impacts the computed bang

time, and thus the flux limiter and energy multiplier are not

independent in their influence on the simulated results.

Indeed, at low flux limiter values, higher coronal temperatures

and less efficient energy transport into the capsule lead to

greater radiation loss, such that a greater absorbed energy is

required to achieve a given implosion timing. Their values are

therefore generally determined in concert (see, e.g., Ref. 15).

The final parameter, a multiplier on the rate of diffusion due

to concentration gradients, is used to enhance or reduce the

amount of shell material that permeates into the gas. The pres-

ence of shell material in the D2 gas primarily reduces the neu-

tron yield and the neutron-averaged ion temperature. The

multiplier scales a diffusion coefficient that models a binary

system of ions interacting via screened Coulomb potentials

amidst a neutralizing background of electrons [see Eq. (A7)].

To calculate a binary diffusion coefficient, we combine the

light species (hydrogen and helium isotopes) into a single

component and the heavier species (predominantly carbon

and oxygen) into a second component. Limitations of this dif-

fusion model include the binary approximation and the

absence of thermo- and barodiffusion, which can be important

in ICF systems.43,44 For additional details of the diffusion

model, see Appendix.

We emphasize that the model parameters we determined

here are expected to be viable for predicting the scalar per-

formance metrics (bang time, yield, and ion temperature) for

sufficiently similar experiments, but may not capture the

behavior of experiments with significant excursions from the

shots considered here. We make no assertion that the model

here will provide an accurate fit to other data measured in

our experiments. We do, however, intend to further test the

validity of the 1D model developed here by comparing com-

puted Ar spectra with those measured from our shots in a

future publication. This comparison could lend additional

insight into physical processes that are relevant to the

observed performance of these capsules. In particular, com-

parison of the electron temperature inferred from the

time-dependent Ar K-shell spectroscopy will enable us to

determine whether the diffusive mixing assumed here is rea-

sonable. If the mixing is more turbulent in nature, we expect

that the spectroscopic signal from the Ar may reflect a higher

electron temperature than that predicted from this 1D model

with diffusive mix since we find the diffusive mix is very

effective at cooling the gas, as discussed below.

The settings for each of the parameter-fitting simula-

tions were the same as the nominal pre-shot calculations,

except for the variation of the fit parameters, the inclusion

of capsule metrology (see Table I), and a geometry-

corrected laser drive calculated using a 2D Ares simulation.

In the 1D Ares laser model, all incident laser energy is

absorbed by the capsule. To estimate geometric losses,

including the blow by of laser energy not pointed at the cap-

sule and refractive bending of laser rays away from the cap-

sule, a geometry-corrected laser drive was calculated using

a 2D Ares simulation. In the 2D simulation, the capsule

absorbed 413 kJ out of the total incident laser energy, repre-

senting a 13% loss of energy due to geometric consider-

ations. We then supplied the geometry-corrected laser drive

as the laser source for the 1D simulations, with additional

attenuation incurred by the energy multiplier. After estab-

lishing a post-shot model, we confirmed that the laser

energy absorbed in the 1D post-shot Ares simulation gener-

ally agreed with that absorbed in a post-shot 1D Nym simu-

lation using a different laser package.

To systematically determine optimal model parameters,

we ran ensembles of simulations using LLNL’s UQ

FIG. 5. (Data points) Predictions from an ensemble of 1D Nym simulations

of the burn-averaged and synthetic nToF-deduced ion temperatures. The

data are well described by a linear relationship TnToF ¼ 1.098Tburn average

– 0.18 (black line). (Dashed red line) Equal temperatures.
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Pipeline.45,46 The UQ Pipeline streamlines the generation of

random samples of input parameters, the monitoring of the

completion status of each simulation, and the aggregation of

the results across all of the simulations. For this study, we per-

formed Latin hypercube sampling47 of the model parameters

within limits anticipated to encompass the parameters of opti-

mal fit. Although an optimization search may have required

fewer total simulations, the ensemble sampling approach

enabled the running of all simulations in parallel and bypassed

potential convergence issues with optimization algorithms.

Additionally, the ensemble approach is more efficient than

attempting to fit one parameter at a time given that the parame-

ters do not cause independent variations in the results.

Because Shot 2 was the highest performing, the results of

the post-shot modeling are presented for this shot in detail;

later, we will summarize the best-fit parameters for all three

shots. Figure 6 displays the primary performance metrics for

each simulation in the ensemble, which included 432 samples

of the input parameters. Because three-dimensional data are

difficult to visualize, Fig. 6 shows the projections of the data

onto each of the 2D output planes. For reference, the experi-

mental performance is indicated with dashed lines with error

bars in dotted lines. The colorbar indicates the distance of a

given data point from the measured parameters in RMS stan-

dard deviations. At a high level, we are able to find good

agreement with all three performance metrics. Indeed, about

ten samples in the ensemble agreed with all three performance

metrics to within experimental uncertainty.

An interesting observation from Fig. 6 is the strong

relationship between the bang time and burn-averaged ion

temperature. If all of the input parameters had independent

effects on the output parameters, one would expect a 2D pro-

jection of a 3D dataset to span a planar region in such a plot.

Instead, we find the datapoints concentrated near a 1D curve.

Such a reduced dimensionality in the simulated performance

indicates redundancy in the effects of the adjustable parame-

ters. This can primarily be attributed to both the energy mul-

tiplier and the electron flux limiter influencing the effective

drive experienced by the capsule. This trade-off has been

investigated in detail in other publications.15

The results of the fitting procedure are summarized in

Table III, including the values of the optimal parameters for

each shot and their respective simulated performance. We

were able to successfully match all three shots to within exper-

imental uncertainty (with the exception of the ion temperature

for Shot 1 being slightly outside the measured range). The

(a) Simulated performance in the yield-bang
time plane.

(b) Simulated performance in the yield-T 

plane.

(c) Simulated performance in the bang time-T
plane.

ion

ion

FIG. 6. Performance of the parameter-

fitting simulations, with markers col-

ored by the RMS number of (experi-

mental) standard deviations away from

the measured values, i.e., [Ri(si – mi)/

ri]
1/2, where si is the simulated value of

parameter i, mi is the measured value,

and ri is the experimental uncertainty.
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best-fit parameters are similar across the three shots: the drive

had to be reduced by approximately 40%, while the diffusion

was amplified by factors of 50–60. The electron flux limiter

exhibits larger variations across the best-fit simulations for the

three shots. The variations across the three shots are similar to

the variations across the simulations in comparable agreement

with a single shot: for simulations that matched Shot 2 to

within experimental uncertainty, energy multipliers were typi-

cally between 0.6 and 0.65; flux limiters between 0.03 and

0.095; and diffusion multipliers between 45 and 55. This sug-

gests that it may be useful to perform a best-fit determination

for matching all three shots simultaneously; however, we

chose to fit the shots individually because we could not

account for the laser cone fraction variations in the 1D model.

Note that although we varied three input parameters in an

attempt to match three output parameters, we were not guaran-

teed to find simulations that matched the experimental data. For

instance, using the one-component-plasma diffusion approxi-

mation (see the Appendix), we were only able to match Shot 3

to within experimental uncertainty. Shots 1 and 2 were 2.4 and

1.4 RMS standard deviations away from the data, respectively.

We verified that the best-fit parameters were not sensitive to

details of the nToF/burn-average ion temperature adjustment;

performing a linear fit to only the data between 6 and 8 keV,

the same simulations emerged as the best fit to the data.

The particular values of the adjustable parameters have

implications for the interpretation of the measured data and

the 1D modeling capabilities. Starting with the energy multi-

plier, the simulations with best agreement truncated the laser

energy by approximately 40% relative to the 2D drive, which

already accounted for geometric losses of laser energy. This

suggests important energy loss mechanisms are missing from

the model, such as the laser-plasma interactions believed to be

important for the direct-drive configuration.9 We do not antic-

ipate, however, that laser-plasma interactions would explain

the full 40% reduction, but instead interpret this restrictive

multiplier as indicative of limitations of the 1D model in

accounting for the effects of higher-dimensional hydrody-

namic behavior in non-round implosions. It is also possible

that the multipliers needed here are compensating for inaccu-

racies in the physical models assumed for the equation of state

and/or transport coefficients of the materials. Recent analyses

have demonstrated the impact of these physics models on

direct-drive ICF experiments at both NIF and Omega.48 For

the current study, we used LEOS 1014 for D2 and LEOS

5400 for GDP, which are standard models for the equation of

state of these materials, described in detail elsewhere.49–51 We

also used a Purgatorio-based model52,53 for the electronic ther-

mal conductivity of GDP.

Another noteworthy feature of the post-shot model is the

significant enhancement of diffusive mixing, with diffusion

multipliers typically over 50 for simulations that most

closely matched the experimental performance. A large mul-

tiplier may be compensating for missing yield-reducing

mechanisms, including an unknown combination of multidi-

mensional hydrodynamic effects, errors in the diffusion

model (including the neglect of thermo- and baro-diffusion),

kinetic effects, preheat, and turbulent mixing. The diffusive

mix multiplier serves to increase the amount of diffusion,

effectively cooling the hot spot at late times and truncating

the neutron production. In Fig. 7, we present the ion temper-

ature history for the post-shot model. In comparison to the

pre-shot ion temperature history in Fig. 2(a), the post-shot

model reaches similar peak ion temperatures during the ini-

tial shock heating, but cools more rapidly due to the presence

of diffusively injected shell material in the hot spot.

While the results of our 2D simulations will be reported

in detail elsewhere, it is helpful to examine them briefly here

in the context of understanding the large multipliers on the

diffusion coefficients of our best 1D model. We have

observed that diffusion multipliers of around 10–20 are nec-

essary in order to match the measured scalar performance

metrics for the three shots in the 2D simulations. The 2D

simulations allow for more complex evolution of the fluid

dynamics, including deviations from a spherical geometry,

so this gives us some indication that a factor of about 2–5 in

FIG. 7. Ion temperature history predicted by the post-shot model for Shot 2.

In comparison with Fig. 2(a), the enhanced diffusive mix cools the hot spot

after the initial shock heating.

TABLE III. Summary of model parameters and calculated performance metrics for each of the three shots conducted in the shaping study. The last column

indicates the difference between the calculated performance and the actual performance in RMS experimental standard deviations.

Model parameters Calculated performance

Shot E. Mult. D. Mult. Flux Lim. tbang (ns) YDDn (1013) Tion (keV) r

Shot 1: N160920-003 0.57 57 0.034 3.26 1.61 7.25 1.1

Shot 2: N160920-005 0.62 50 0.042 3.17 2.14 7.80 0.24

Shot 3: N160921-001 0.58 52 0.069 3.19 1.81 7.52 0.43
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the 1D diffusion multiplier is needed to compensate for 1D vs.

2D geometry. Another source of yield reduction could be

kinetic effects, such as Knudsen-layer depletion.54,55 We do

not believe that the Knudsen effect is a significant source of

yield reduction in the current platform because even though

the ion mean free path is a large fraction of the gas radius at

early time, this does not hold true at the time of peak compres-

sion and thermonuclear burn. Although the binary diffusion

approximation is a source of error, comparisons with the full,

multicomponent solution (including thermo- and barodiffu-

sion) in a similar configuration suggest that the binary

diffusion approximation does not greatly underestimate diffu-

sive mixing (see Fig. 9). As mentioned earlier in this section,

making a comparison of the spectroscopic data with our simu-

lated electron temperatures should enable us to better ascertain

whether the assumption of a diffusion model to reduce the

yield is physically reasonable.

During post-shot modeling, we also tested fall-line trunca-

tion of the neutron production,16 which serves as an extreme

estimate of 1D hydrodynamic mix penetration. The model trun-

cates neutron production after the shell would have reached

r¼ 0 had it maintained its peak velocity. Employing this

model, the simulated neutron yields were significantly lower

than the measured values for simulations in good agreement

with the bang time. The fall-line model over-truncated the burn

mechanism, so we resorted to the diffusive mix enhancement.

Upon establishing a tuned, post-shot model, an important

(yet difficult to answer) question is: how predictive is the
model? The employment of the PDXP platform in an addi-

tional series of NIF shots performed in Spring 2017 presented

an opportunity to test the predictive capability of the post-shot

model. In particular, NIF shots N170212-003 and N170212-

004 used the same capsule and laser configuration as

N160920-005 (Shot 2) with the exception that N170212-

004 increased the laser energy by 25%.18 The gas composi-

tion of these experiments differed from those described

herein (3He rather than D2) and the capsules had a larger fill

pressure (10.1 atm), but the shots were otherwise identical.

The post-shot model for Shot 2 was used to estimate the

change in X-ray bang time incurred by scaling the laser

energy across these two shots.

The post-shot model proved successful at extrapolating

the bang time to a 25% increase in laser energy. The results

of the experiment and simulation are shown in Fig. 8,

wherein the simulated bang times match the experimental

values to within measurement uncertainty. It is desirable to

compare against other aspects of the performance to assess

the predictive capability of the 1D model. Unfortunately, the

D3He yield is confounded by a large uncertainty in the initial

D concentration in the 2017 shots, and ion temperatures

were not reported in Ref. 18, so further assessment of the

model remains for future work.

V. CONCLUSION

A new thin-shelled exploding pusher platform has been

fielded at the NIF in the polar-direct-drive configuration. The

nominal design employs a 3 mm-diameter capsule with an

18 lm-thick GDP shell filled with 8 atm of D2 gas and a

small amount of Ar dopant. These parameters were chosen

to achieve relatively low convergence ratio implosions with

sufficiently high temperature to enable time-resolved diagno-

sis of the temperature histories via spectroscopy. Such time-

resolved measurements, positing sufficiently uniform spatial

profiles, would provide a valuable additional constraint on

integrated simulation tools, potentially enabling validation of

collisional heat transport models.

As a first step toward developing this platform, three

shots conducted in September 2016 varied the laser cone frac-

tion to optimize the symmetry of the polar-direct-drive implo-

sion. Among those shots, N160920-005 achieved the highest

performance and roundest implosion. The platform generated

2.11� 1013 neutrons from DD reactions with a burn-averaged

ion temperature of 7.8 keV. Post-shot modeling adjusted 1D

simulations to match this performance by reducing the laser

drive to 255 kJ (out of the original 475 kJ) and increasing

diffusion-induced mix by a factor of 50 to reduce the yield to

experimental levels. Such a large enhancement of the diffu-

sion rate suggests that diffusion is not the primary mechanism

for yield reduction, but instead points towards multi-

dimensional effects. The post-shot model has proven success-

ful at predicting the bang time dependence on laser drive, at

least up to a 25% increase. Ongoing work is determining

whether the shape of the implosion as a function of laser cone

fraction can be correctly modeled in 2D.24

Perhaps the most exciting prospects for this platform

reside in applications beyond those originally envisioned.

The simplicity and diagnostic accessibility of this design

have attracted attention from NIF users interested in nucleo-

synthesis measurements,18 diagnostic qualification,19,20 and

neutron sources.21,22 The large capsule size and high ion

temperatures are capable of generating significant numbers

of thermonuclear reactions. Moreover, the lack of a hohl-

raum improves diagnostic access and simplifies pre-shot

design and target assembly. It is expected that this platform

will continue to meet a variety of needs in the high-energy-

density community, and that the results presented in this

contribution establish a baseline for ongoing modeling

efforts.

FIG. 8. X-ray bang times (experimental and simulated by the post-shot

model) for NIF shots N170212-003 (at 475 kJ laser energy) and N170212-004

(at 600 kJ laser energy), using the PDXP capsule filled with 10 atm of 3He.18
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APPENDIX: DIFFUSION MIX MODEL

The physical model used in this work to describe the

mixing process of a heterogeneous system is derived from

the Boltzmann equation for a coupled system of unique,

identifiable particle populations. It is assumed that the mix-

ture is sufficiently collisional to preclude large deviations

from the equilibrium, Maxwellian velocity distribution func-

tion for each species and is simultaneously sufficiently dilute

such that ternary (and higher) collisional events can be

neglected. Macroscopic (hydrodynamics-scale) transport

equations for the conservation of isotope number density, ni,

mixture momentum, q~u, and mixture energy, qe, are derived

using standard techniques from kinetic theory56,57 and, after

some manipulation, can be expressed as

@ni

@t
þ @

@~r
� nið~u þ ~ViÞ

� �
¼ _wi; (A1)
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where q is the mass density, ~Vi;
��P, and~q, respectively, repre-

sent the drift-diffusion velocity, pressure tensor, and heat

flux vectors that are driven by atomic-scale collisional pro-

cesses, while _wi and ~Xi express isotopic production/depletion

and external forces, respectively. Closures to ~Vi;
��P, and ~q in

the global conservation equations above are derived using

the Chapman-Enskog approximation,58 leading to closed-form

solutions that depend on the macroscopic state variables and

their gradients. Evaluating the drift-diffusion velocities

requires consideration of each pairwise interaction between

mixture constituentsX
j

ninj

n2Dð1Þij

ð~Vj � ~ViÞ

¼ ~di �
@ log T

@~r

X
j

ninj

n2Dð1Þij

DT
j

njmj
� DT

i

nimi

 !
; (A4)

~di ¼ rxi þ ðxi � yiÞrðlog PÞ � yi

P

q
mi

~Xi �
X

j

n~Xj

" #
;

(A5)

where n is the total number density, P is a scalar pressure, T
is the temperature, xi is the atom fraction of the i-th species,

yi is the mass fraction of the i-th species, mi is the isotopic

mass, Dð1Þij is the first-approximation (in reference to the

number of terms used in the Sonine polynomial expansion

of the Chapman-Enskog method) to the binary diffusivity,

and DT
i is the thermal diffusion coefficient. Here we have

assumed electron and ion thermal equilibrium; extensions

of this theory to incorporate multi-temperature effects are

FIG. 9. A comparison of approximate diffusion models against the multi-

component solution for a plastic/deuterium-tritium interface initialized at

0.8 keV and 1.0 keV, respectively. The position X represents a Cartesian coor-

dinate. Initial concentrations were nH¼ 6.305� 1022, nC¼ 4.663� 1022,

nO¼ 5.511� 1020 cm�3 in the plastic and nD¼ nT¼ 2.994 � 1022 cm�3 in the

DT. The profiles are extracted at 30 ps.

072710-10 Ellison et al. Phys. Plasmas 25, 072710 (2018)



available in the literature.59,60 Following standard proce-

dure in kinetic theory literature,56,57 the transport coeffi-

cients are expressed in a general way using Xðl;mÞi;j collision

integrals that encapsulate the relationship between deflec-

tion angle, impact parameter, and particle velocities for a

binary collisional event. In this work, the interaction kernel

is chosen to be a screened Coulomb potential,61,62 repre-

senting the interactions of ions amidst a neutralizing

background of electrons. We use the collision integrals

parameterized in Ref. 61.

Equation (A4) represents the inter-diffusion of species i
into all other mixture constituents, j. For binary mixtures in

the absence of external forces, ~Xi, the linear system reduces to

nimi
~Vi ¼ �qDij ryi þ

yiyj

xixj

ðxi � yiÞ
P

rPþ ki

T
rT

� � !
;

(A6)

where the superscript (1) notation denoting the approxima-

tion level of the transport coefficient has been dropped for

brevity. If large pressure and thermal gradients are absent,

those terms in the diffusion flux may be neglected and the

diffusion flux is further simplified to Fick’s law

nimi
~Vi ¼ �qDijryi; (A7)

note Dij ¼ Dji.

One approximation used in large, multi-physics simula-

tions employs Eq. (A7) in a multi-component environment.

Of course, any use of Eq. (A7) in place of the full multicom-

ponent solution will introduce errors in the time evolution of

the isotopic compositions; however, this simplification alle-

viates the computational expense demanded by the dense

matrix inversion required for the multicomponent solution

[i.e., Eq. (A4)]. Several modeling choices exist for represent-

ing the multicomponent system as “binary.” At the crudest

(a) Hydrogen-tritium intermixing. (b) Carbon-tritium intermixing.

(c) DT-plastic global intermixing.

FIG. 10. Mixing-layer time-histories

for several constituent pairs. The sim-

plified “binary” and “OCP” models do

not accurately capture the mixing layer

structure, evidenced by the penetration

of hydrogen and carbon into tritium, as

shown in (a) and (b). Global mixing

across the interface, shown in (c) indi-

cates the OCP model over-predicts

mix, while the binary model under-

predicts the mixing process as com-

pared to the rigorous, multicomponent

model for this problem.
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level of approximation, one can calculate Dij according to

zonally averaged masses and charges, in effect assuming a

one-component plasma (OCP). Each species present in the

zone then diffuses according to Eq. (A7) with the OCP diffu-

sion coefficient. Alternatively, one can group species into

two categories and use average masses and charge states for

those two categories to calculate Dij. In the PDXP modeling

presented in this work, we use such a binary decomposition

with one collection including the light, gas atoms (D, H, T,
3He, 4He) and the other the heavy shell material (C, O). In

the shell region, hydrogen was treated as part of the shell

material.

The impacts of these simplifications vary from problem

to problem and are most significant in situations where the

details of the mixing layer structure have a strong impact on

the experimental observables. Figure 9 shows a 1.0 keV equi-

molar deuterium-tritium (nD¼ nT¼ 2.994� 1022 cm�3) mix-

ture and a 0.8 keV plastic (nH¼ 6.305� 1022, nC¼ 4.663

� 1022, nO¼ 5.511� 1020 cm�3) mixing interface at 30 ps,

evaluated using a variety of diffusion models. These initial

conditions set up strong concentration, pressure, and tempera-

ture gradients, activating all terms in the diffusion flux. Solid

lines in the figure correspond to the solution of the rigorous

multi-component model of Eq. (A4), while the binary and

OCP models employ Fick’s Law, Eq. (A7), with hydrogenic

isotopes and carbon/oxygen grouped into a binary approxima-

tion, and with the “one-component plasma” approximation

discussed previously. This snapshot, taken at 30 ps, reveals

the structural differences in the mixing layer predicted by the

different models. Closer examination of the mixing layer

growth, shown in Fig. 10, reveals that the simpler models fail

to capture hydrogen jetting across the material interface that is

predicted using the more sophisticated, multicomponent

model. Overall mixing layer growth is either under- or over-

predicted as compared to the multicomponent model depend-

ing on the simplified model employed. Applying scale factors

to the simplified models enables an approximate matching of

the overall mixing layer growth, but will inevitably fail to cap-

ture the detailed structure of the layer.
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